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THE LANCET

Thisjournal  Journals  Publish  Clinical  Global health Multimedia Events  About

PERSPECTIVES | Digital medicine - Volume 405, Issue 10472, P20, January 04,2025  [ESARNSIOIGEY LT (FEXT

A clinical certification pathway for generalist medical Al systems

Pranav Rajpurkar ® & . Eric J Topol ®

Affiliations & Notes V' Article Info V'
202571 H, EEEZFRTEric J TopolfELANCET A XA BAR A T
Full clinical certification 4F
Autonomous operation with continuous recertification cycles ; %EII:I %\E/ 3 Q;A\L E/\] ”E ﬁ'\L }\ij_—l:/éj‘gﬁ Et%?é @ }E p— }_L: .

Supervised clinical practice

1. EME: AIRGFRTINEBMEFZANRAER, XUEFETAEMM
MEHE.

2. ERMESHAT: ABRKANMRAN A TEIRETESS, WRLEIE. BRI
BHHLHE, RNEZ SRR,

3. BXMEESEEAML: BEENRT, ABESRFIEREEN, E
RANEALEE, AEHEEEHLURRISEETETINE.

Safe integration into health-care teams

under supervision

Specialty task performance

Demonstrating reliable specialty-specific
capabilities with strict monitoring

Foundation stage: master medical knowledge

Baseline competency through
standardised testing and scenario analysis
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nature

Explore content v  About the journal v  Publish withus v Subscribe

nature » review articles > article

Review | Published: 02 August 2023

Scientific discovery in the age of artificial intelligence

Hanchen Wang, Tianfan Fu, Yuangi Du, Wenhao Gao, Kexin Huang, Ziming Liu, Payal Chandak,

Shengchao Liu, Peter Van Katwyk, Andreea Deac, Anima Anandkumar, Karianne Bergen, Carla P.

Gomes, Shirley Ho, Pushmeet Kohli, Joan Lasenby, Jure Leskovec, Tie-Yan Liu, Arjun Manrai, Debora

Marks, Bharath Ramsundar, Le Song, Jimeng Sun, Jian Tang, Petar Velickovi¢, Max Welling, Linfeng

Zhang, Connor W. Coley, Yoshua Bengio & Marinka Zitnik — Show fewer authors

Nature 620, 47-60 (2023) | Cite this article

177 Altmetric \ Metrics
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HEI 575 LT3 (Dynamic Context) B98Nl
S5E5K— XY ET (W RAG, ICE) A El, EaMEISHEIFEHENL

\XPLORATION FONVEHRE “1TEIFM (Action Manual)” —— —EJtIAAD (meta-cognitive) REEE S (REF
s o ) N < N = N & /==
Qt‘ff" \"f'{ SENRE /elCE), BTFIESSEeeAEARIBE FUEIREKRS1TE.

7’ \\
T— B EBRIRR — IEKRE (Pattern Exploration & Process Reflection, PE-PR)” BIIXFEERH,
4 / #l, s£I R ES) (Closed-Loop Learning):

ey | \ «  HRIIRZE (Pattern Exploration): 1£4% (on-line) IREHIRFISMMEITINIET (Action
' MANUAL v Patterns), HE=121t.,
PLANNER
WF2RE (Process Reflection): EE4ERG (off-line) IIMITHIE (Execution Trace) i#

\—// 1TEIRYAA (causal attribution), JTEEXIKRMEHRMEER, EMRIEERE (remediation
A, @) .
o strategies),

Ro,
CEss RepLECTION®

REFLECTOR

. R, PE-PR BEHES A Action Manual, SLIIEENFERT(E], {ESAIOAMTEN (self-
Self-Evolving Agent Framework: Architectural Diagram
evolve),
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- RHE7GE (W RAG, ICE) BT —/RMELEFSUEN (one-shot
- 7 context injection)”, &R T EHAES/RAETE, (BYEUNXY
Static Context (RAG/ICE) Dynamic Context RIHMES I BRI S IBIR T,

- MHES (WEER /EMER) BEESET WA + KB +

Context Block t-1 ———

{Cmm%m‘ — 2B + SRREN, EREEHE EBEASHTIRAR
Usz;dOnce [ o%i??;?e* Context Block t+1 —o%zezi?e TSR, BE. 7] (m_taSk leammg/on”ne |eammg)°

(e ST__’ [ . Eit, EE-—MHSLTINE  (Dynamic  Context

e AGert | nuarces x Mechanism), f¥F L FXBEETSARLNER, HIPEHER

Eid RS EEN,

o XMIITAUBRRSEERNER. KERESRENIEA
PR IR
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= At AELE RAG / Memory £ EZFIHES hELK?

1) EFPHHISHESRE

. KBS, SHBESHE: EXREES RN — T0Elt — X
e S s BNE - BREE - WHEESS NG, SHEEEMN, E5E
W siamiesareinaibatiic ki ibip e nelintieuy AR N MR EE K,

= Tradmonal RAG / Static Memory Systems ;- _ . . ---' Real Medical Research Tasks ------ X
{ Mismatch with ; (Long-Horizon Workflow) :

o, TR Relsdenio e« SANEASHMEER: GNFE, AWRERE, RREENLNE

LN Retrieval & Strategy Formulation |

System | . IHQ\
o ‘ ‘ : \ BRIES SHEARPARER
¥ Knowledge : I -« Experimental Design Lla ’ Ht’ e —vIso
\ ) Long task duration & Protocol Planning IFfailure as |
ST i i informative
Memory lose | Generator / Response: (NS Mol g Feedback | 'f j] |$ = ﬁ i Er__l 4( tl:; T K ?;:ll ’IK
o i | pmpy S = A e e |, ¢ (ESEISMSER: REERS AT HECREMESS, TS
Smppets/Embeddlngs de:z'mﬁg i (Om&ms Actl:qmlsttllgar: 4_1(51 Ilrggarlp“r‘ftlaltlor: e)J
leg

@LH

4, Stores facts, not decision processes

N s EESEISEEAL,
Falre [/ Gt i et P s N
& Revision) ‘ 2) Tg ) L RAG / Memory E/] R $Ezl§)% BE

. Point
: i @ Dynamic state evolution (Context changes continually) |

P z : - i : .
S ] im0 REFETANRY, FAMEUREREAR” RAG MIEFSICICRUENS S, A

%> A noise (Attribution Gap) : i @ Failure as informative feedback (Essential for learning) i

NI ’ e ~ PR N ARAM

« KMZWATER: RAASRERWEE2RKN, NailEe”,
SEER IR ) AR BEFHEIE,

o AKX “TREEES versus BURIRE T BAMNINIRNETIEDE SRS
J&ﬁ%?&é‘i)ﬂ&lﬂmnﬂ%ﬂ&% 2T,
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= “ITEIFM (Action Manual)” BIE X5 AR

ENX: — PN SIAENIERENRE (meta—knowledge repository), 43 “ SNl s INHATIES " B9 TTH
13 (meta—knowledge), BIIEEARIET: TEEARY. [O@oEERE. KWEAEREREIN. IR ANANE,

TFER R

[ CURRENT ] [ HISTORICAL j [ENVIRONMENTAL]
TASK STATE EXPERIENCE FEEDBACK C HAEL: BEK & ESHERWEN TR
EFFSHNIR,
ACTION MANUAL « HRR/ATERE: MUXNZERREICK, Mesis
TOOL INVOCATION STZOSTION PATTERNS AN/ RIBES, DERE. Il 5IEHE,
FAILURE ATTRIBUTION PATTERNS « BN (Context-aware): TRESBEGSIRIE =]
P ——————— EERE. HRER. FERBMEIEE,

o “UTEIFMHIEERENX EHNEBURE/CICE, M
BEMRRN S Z8tIAH £ T XX (meta—cognitive

context),

ACCUMULATED TASK EXPERIENCE
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=2 Action Manual IRt BRT

Combined
Strategy
Selection
(All layers
consulted)

Engineering-level Layered Representation of the Action Manual

‘L1 Symbolic Strategy Rules (Top Layer)

' If Condition A Checklist: | Heuristic:
then ” gtep; \ Prioritize low-
| Apply Strategy X * Step2 | cost options
- * Step3 | = = ==
L= | Limited generalization
Human-readable, Interpretable across tasks

L2: Pattern Embedding Layer (Middle Layer)

o--__ -
Vector s -114 Similarity-based
representations e S¥ e retrieval across
of strategies | 8= tasks
T e Low interpretability
Cross-task generalization, Scalable retrieval | when used alone

tJoint retrieval (L2 similarity + L3 filtering) t

(L3: Strategy Meta-information (Bottom Layer)

| Confidence scores
I (e g. 0. 92)

Failure rates
(e g. 0. 05"/)

Applicability boundaries
(eg , Domain: Medlca)

| Usage hlstory

Trustworthiness, Risk-aware decision making

Decision

Confidence-
aware
selection

Combined Benefits
* Interpretability (L1)
— | * Generalization (L2)
* Reliability and

confidence

assessment (L3)

Aligned with recent self-evolving agent research emphasizing

Conceptual Alignment ’
coordination between decision and strategy layers

AiCon
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Action Manual =245

L1: SRESHINEZE (Symbolic) — AIfERR 4
— if—then FN / WEX / RREL

L2: ERX@EE (Embedding) - SZBES
— ESEELERR / RS

L3: KEETEERE (Meta) - BI{EE1TH
- BRE. BRUR. XWX
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A Case Study of Action Manual Update via Reflective Failure Analysis

Task Context }

Outcome after

Fallure ] Reflector Analysis: | | ( Strategy ) Action Manual 1
Biomedical Observation: Causal Attribution Formalization: Update: * Update: Improved
Discovery Repeated Executable Rule Integration | | Performance
Rejections Root Cause e . -
. = e ion: \_/ | Before After
Candidate drug- ideitCaion:
target discove Evidence selection NEW STRATEGY RULE ACTION MANUAL | | ?uali'aﬁve -
9 4/ Experimental strategy bias (Executable): (Version N) | | [y e mer
from large-scale ® o ® Valdation X x : - | || Rate *ReducedError
0 AL x IF (Evidence_Sources == Existing Strategy A 42 | Rate
literature and ®e% o mummlp X7y Highly_Concentrated) iy
experimental data ==p ‘e xx s Q Reflector s | THEN WEIESIECEN New Strategy 4 Frequent o Etifira)
P . X 2] Module (Trigger: LCCEEUNYP (Bias Handling) jdation * Improved Too! | Tagks
High-confidence Rejected Bias_Detection_Procedure - | ||Failwes] Invocation
Predicted (High Rate) SND R Existing Strategy B [ Success
Tz t iversiiication_rProceaure) =
g:snc:gil:t);ons i Over-reliance on (EE——— s ?;;‘;’::;‘;Of
high-frequency NI Bias-handling
High noise co-occurrence ——m—1| | Strategies
High validation Uncertainty: L—> Ignoring weak Transforms insight Strategy is reusable sl
cost Is failure due to model but informative | | into an actionable, Strategy is Similar Tasks
limitations or data bias? i i :
signals { computational rule task-agnostlct‘ 1 i 1

‘| Key Takeaway: Failures are converted into executable )

| strategies, enabling genuine self-evolution. J

AiCon
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) ESER

- Bin: FEAFESGR + SLIOHIRHIRAETER
- FEMR KBKIRINER. 1
2) RIMIZR

- ZSREENEREFSEEERIL
- REMEEN: =ELLEEH TS
3) Reflector MR i

oA EAREY, M EERIEREE” RFs i

Bk, AEEIEES, SRRHASHERRRER

4) 5\ Action Manual B9 ERR

“HiHERRSESEREDEIL N EURRR,

KMmiz, 7

5) EFHEHIMER

BUES EEIRREZ TR, TRIABRINEREFH
BEDREIBIEEEB il & SRS AR

3L R
FETiE. WIERAS

ALRREWLNSTE
HARRE?

R R IRE

InfoQ HREER



s PE-PR XEH#S5|ZEH (RNHRER)

- TEZMF (on-line): HEEEMMITES (planning +

Al Agent execution + tool use) AY, RFITiTiIE. TEEAH

B MERG. FlEIESERSE.
Planning »| Execution [—>| Tool Use
- B ER (flflpattern recognition. sequence mining.
! clustering?) BoNRAIEFRRELI. KRBT “SIMME
Pattern Explorati J==h ke = : »
2 er(rz)n)l(i?‘:)ra - Candidate Action- ﬂ—‘—*}];‘{%ﬂ (act|on pattems) °
) Pattern Templates
ol Itation Lo Pattern Recognition .| *+ Tool Combinations - BXLERIBE. 2, A candidate EBE& (action-
Intermediate Outpu{is b : *Jacation Order.
Ehwironmental Eesdback cotinlea U0 Lo i pattern templates), FJEEEIIE “HKXES — HEITBRAS
Clustering R NI R )
+ FRAINE + SE0EE + iEAI,
. ¢ XY candidates S#EEE “1TE0FM (Action Manual)”
Action Manual — N .
Provisional Entries for Future Decision Guidance I:Fl (Ejz%?%':lzﬁﬂ:t /f)‘-l_'ﬁﬁ) - j‘j;ﬁ%{%%}%{i—t%%o
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s PE-PR XEH#SIZWH (TFERE)

Offline Process Reflection in the PE-PR Dual-Loop Engine

Success Path
Decision 00 @ —ee--. Failure Path
Pon t

&—®—~E—-® - it L=
intermediate (Goal Achieved)

N \>é failure

Sintermediate ‘ @ (Goal Not Met)

Nodes: States, Actions, Decisions 700T|203||
Edges: Transitions, Calls (T2)

1. Execution Trace Repository (Post-Task)

Future Task Planning & Execution

(Online Engine)

EReﬂection & Attritgution Module: Offline Process Reflectiog (Causal Attribution)

Failure cause analysis N Tool misuse / overuse detection N
‘ Tool
Incorrect Parameter e Redundant Calls
@ @ Resource Timeout ] o T Incorrect Tool
: ontextua Selection
. Unexpected State ' Appropriateness 4
! Evaluation
C it

h 4
Decision blindspot identification
Ignored

Missing validation / verification detection

(OO S |

Alternative Unverified Output
Limited Search Space - _N_Iiésglr{d -
) Biased Heuristic ' | Action —> Result —)', Check _ —> Next Action
O * Constraint Violation
Ignored
Alternative
C T

Improved tool
invocation order

i (7 {12

=

3. Remediation Strategy Generator

Enhanced validation
& verification steps

.  Verify ., Next
Action > Result—)‘I 9!1'@",:-) Acti

Fallback / contingency
strategies
Primary Path _ Alternate Path

(Fail) > (Fallback)

Strategy
Synthesis
Failure monitoring &
alerting rules

Monitor Alert
ConditionX > System

4. Action Manual Update

Action Manual v(t)
(T (Current) &=

TemplateA | N
Standard
Template B
Search
Template C
Report

vi2

Action Manual v(t+1)
[ (Updated) =

Updated Strategies for Future Tasks

(1 Template A’
(Improved Validation)| | |

Template B
(Reordered Tools)

New Template D
(Contingency)
New Template E
(Monitoring Rule)

e

—_—

AiCon
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BEAH (off-line): HESS (S—HESS)
TAE, SNBEDHATHNE, REER. LI
/R IRRBERETERAA, TEEX
R RIAEEER,

REBBEMREE: RAIKWRA. KIIRA /
MATER, IRBIRRE R, UEREEFIEFR
FIIE /150 R

RIERBER, SR IRIEASIERE, 4
R . BE™i&H95aIE
Hl. BERAAR. KWRE /SENHIE,
XS ERIEEE S E 4T (Action
Manual)” 1, HEIIBRIBES.
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= AIREINEX

Closed-Loop Learning and Generalization via an Evolving Action Manual

Time / Accumulated Experience

A Closed-Loop Learning Action Manual as a Structured Reduced Human Intervention
(Experience — Strategy — Performance) Knowledge Artifact
Action Manual vi (initial) | O
0o T e 1 e et D
} N o € a0y c:;ngzraams Specific. || Human-in-  Decreasing reliance on
Basic Tasks == o (Reusable) ules || Models | | the-loop human intervention
Task Execution > Cross-  Vjalidation
(Online) — —1 \tasks
S
o % et Patem .|| Action Manual v2 (Refined) |
£ e Accumulation ‘ E i Generalization Effect
= B & &Abstraction ||| paaeeay. || Constraints Sustg:c%gm
- # P —_ E {{| | (Reusable) &Rules || ‘Viodels |
g . AL €D all © = : : = ) Novel Task
v “ { i
o © /\/'ﬂ @ Strategy Refinement e~ 0 C Domain A
& via Reflection Fotpl el Cross-domain | Action Manual vN (Mature) | |__(Unseen)
3 Heterogeneous Tasks, (Offline) Update Reuse M || .
main | [ Strat .+ | [Subdomai izati
= Subdomains || Sty | [consrais| [Seeman | Senerallaton (~Novel Task
ﬁ 1| | (Reusable) 2 || Models i .
o & S N action Domain B
= 5 @ @ patterns (Unseen)
pobpics A\ Performance & Error Dynamics
2 = 7% Novel Task
3 Finance —» Outcome Evaluation Performance Domain C
(Success / Failure / (Success Rate) C I
Healthcare Error Signals) Curve improvement linked to «— (,,O'[‘P ef) )
Action Manual maturation
Error Rate
Software Dev Failures / Interventions)
Expanding task distribution
-
»

Reliability & Interpretability Layer
Improved reliability, interpretability, and safety for high-risk domains, based on structured, auditable strategies.

7

AiCon

ERATEEARSNAAS

TEBRUUH: MEESHENSHTRE,
BEEAARBTIRZR LD, KA/ KMBZ0EE
NRE, RBITARFKRI,

RSy {5/ Action Manual PR Er9iE /
wE, HABRRBRTENMES, FJEES. BF
g (subdomains) 8 /&R,

BEARII AR FFR (Human in the Loop) AIHK
Hi: EARIREREEA L HEE candidate RHEE;

BRIBEmEE RSB oAE/WIE /AR
B

R EMAA@BEY: SEMFERIELRE, 17
hFEM + KRES SEWHNIEEN, X~
sXRGE (NEFE) WEE. 2. &HlRM
e 3 il
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é)b?K ’]ILJ“ZIS I-I-

P EEHE R E

Four-Layer Agent Architecture with Closed-Loop Strategy Learning

1. Meta-Controller (Top Layer)

* High-level decision making
« Strategy selection (action pattern retrieval)

 Context management
Update of strategies based
on reflection outcomes

N

Retrieval of
existing strategies

Action Manual 2. Planner (Second Layer)
Structured Strategy Reposito P Macro-level Task Graph
( ; gy Repository) . Bask specification o,
Ry?.amlc dCOtnt?Xt . [seth ‘((asﬂ}* N /'{Iask 3]"‘6"“”
Strategy v1.2 Strateqy v1.2 Strategy | © Retrieved strategies Sub-task 20
A : s conditioning|  from Action Manual Decomposed sub-tasks
Action Action or step sequences
Pattern A Pattern A
[ Context J { Context ]
Rules B Rules B
3. Executor (Third Layer)
[Ve'§i°"ed} [Ver§i°"ed ] « Tool invocation and manipulation
e A * Interaction with external systems

4. Reflector (Bottom Layer)

« Trigger Process Reflection J" N7
* |dentify failures, inefficiencies, @ pa.m—> N
or blind spots —Lmj

New or revised strategies

m==)> Planning flow (top-down)

’ Execution flow
(Planner — Executor — Environment)
Learning feedback flow

(Executor — Reflector — Action
Manual — Meta-Controller)

External
Environment
& Systems
; External tools
e io} (e.g., AP, Libraries)
Environment

(Physical/Digital Labs)

External Environment
& Systems

interaction Databases
(Structured Data Storage)
- Slmulators l
(Virtual Testbeds) :

Execution traces, Logs, oo - '
Environmental & outcome feedback In silico experiments or |

=2, automated laboratories |

AiCon

ERATEEARSNAAS

ToiTHlEs (Meta—Controller) — MAREERR. =R
B k3% (F B O M F 2R & /action pattern). B &
context BIE (BJFF Action Manual B9 R/ EH).

FxIgs (Planner) — EFESEAR + HEI L TX4E
IR WUESSE (Task Graph), FHATRDBERMTFES/
N

1788 (Executor) — TR MR EAKRTIRFERA/1#2
fE (tool invocation/manipulation), B2 5 7MEf T
B PURE. EMR. LIRS (in silico sEEHL
STRE) IRE,

&k E2E (Reflector) — MTRBIEAITER . RITHIL
(execution trace) 5/ 1 (environmental/ outcome
feedback) FoixBALH, HEFZIOFREEN

Action Manual,

InfoQ HREER
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PEARY + BEMER L

Hierarchical Plarning and Adaptive Re-planning in the Planner Module

Planner — Hierarchical Planning

ngh -level task
Discover candidate —
disease targets

High-level phases (Decomposition)

Uteralure Hypothesrs
review genera!lon

Experiment| [ Data L
design Ha" alysis Hvﬂndabon}

NS o

Task description —>

l

Task Graph Construction (Directed Task Graph)

Search
can dda\e
pmloc | targets |

=]

Formulate
relevant
Lﬁéﬂbﬁj L" R
ank Select
Exractkey | ||| candidate tools/ bua |
i targets | | resources

Concrete sub-tasks or steps

Dynamic context —|

Retrieved strategies
from Action Manual

Data
pvolocols analys!s

J

Strategy retrieval { Strategy consultation
during initial planning during re-planning

Action Manual
(Structured Strategy Repository)

AiCon

ERATEEFRSNAASE

Lsm

Lmv'm e Review (Phase
To

1)

Adaptive Re-planning

Update
context

Modify downstream
task graph segments

Query
— alternative
strategies

A

Hypothesis

Partial reconfiguration /
Re-planning path

{

Execution Feedback Interface

*

Tool failure

*

ddata Hypothesi

T

7 E R (Hierarchical Planning): Planner %I H
Action Manual ERIREE + HEI L TX (BIX) B5
EES (0 “RIVERERER”) DBRAETFES
(SCEREN — BRIgEM — SEXIRIT — BIED T —
FRIZIQIE)

BiSTask Graph + FEFS/T R,
WM. "R/ TEER. 1
(branching) £ 8.

BiENE/ Y (Adaptive Re—planning):
B (EUHITRIN / iRT /FRMETRY),
e RIBESTHAEN (HIl TEREKM . RS
Hi. BRIEEES), Planner iRIBEHEH L TX (B11F
K% + IRE) + Action Manual B9EEIX, EFHMLGE
LR T,

B TR RIS K
xH/ 0=

ERATERE
SRR IREL
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s Planner HIE— 1" Kin: ##7S Task Graph

Static Task Graph

Assumptions:
« Fixed task decomposition
» Stable execution path

Adaptive and rollbackable task graph

Emphasize:

* Fault tolerance

* Revisability under
changing context

Re-entry point
; Task 1
(Initial Plan)

- =i

Task 1
Uncertain intermediate result | | (Decomposition)

/ Early decision error

Below

. lhrgshold/ (" Correction/
Intermediate | _EMOr_, | Aternative Strategy
Result Check (Task 2a')

Task 3a’
(Rewsed)

Task 3b
 Taskda'
Planning prioritizes: (Revised Final Step)

Task 4b
« Ease of correction over global optimality

N N PN

. . = ¢ * Intermediate result Discovery of new high-
Re-planning Triggers [ Tool failure ] [ confidence below threshold] [ value strategy templates ]

% Fallure Pomt]
1 " Task 4b
I (Final Slep)

One wrong decision — cascading failure

[ CORE INSIGHT: Effective planners must design for correction, not just optimal decomposition. ]

AiCon

ERATEEFRSNAASE

B Planner ~H

VBAEESIFE, SEit g EEFLH .
FRRIZ T

AR / BOFIHE (DAG) RAESDRE
RIZDBRENEREEREN

SN

REERMEENBE: FEFUN / HEMEERAIE, AIeESEEE
FRIT T

—te = B!

AT RIT
BYSLYSES

ﬂ@}%ﬁ% (rollbackable subgraph)

%MUT\ELXET?E k= “%TI%E” ;
BRIR AL SRS
(ECIME=ES

R RIBETNHEAFE (confidence threshold)
AIFTSMEREER

= T SHPBRE

AR early decision 25, &%

ST IRHEERT, T

RILEZEMERB RS TEE
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iR — Tool Grounding5 FRHEIREN T B i%iZ

"» Executor %

Tool Grounding and Policy-driven Tool Selection in the Executor Module
e Tool Grounding: MY EEE APl @R, malt

P B Current execution |:| L\b ey =
e amaen I e ERIEfE T BMJoRE M (preconditions). &lfF
Required Operation: R@?L%Zt ; | o Database el JEH ( Sl d e— effe CtS ) N 725 %;,& ig >\< ( p aram ete Ir
. ' Preconditions: Database Connection Active Policy-driven Tool Invocation External Tools . N _
Data retrieval / i \ f : 5 M/ ¢« 77 =/
Experment execuion | | P[] P somaien gty g et | ) Tool Selection & Execution &APls semantics) — M= F1L LLM "B THELYT
Analysis | Operational Constraints: Max results = 1000 Reggglé?\?:t?on jlj '3 ﬁiu ’
; | SiePISSenEOnSy Strategy- E
Contextual Constraints: . H—L 5 Oprt?rrﬁgzd :> B BE o
g;;z;te (s!tztuet pSL:l 3 | Tool B Schema (e.g., Simulator Run) | Selection Logic ‘ » Databases ~ _ . . . < .
\ Sipected / | Pfecondmons Model Parameters Loaded = : [4> ST? efted ) ) L ) Eﬁ H}% glz Ej] ( PO | | Cy_d r | Ve n ) I E jﬁ ?:': : 'fﬁ }Eﬁ ACt | O n
>f Side effects: State update Resource consumption ~ ‘ oBngSIatin ST 7 Exggu(tsi()m N N
P; imulation time, Sty ptimization ) . N A\
Operatlonal Constraints: CPU Inmltln;:emoer\pf (s:: | y ﬁeihlﬁment V‘J Simulators M anua | I:F] 'LB il‘ E/\j ﬁﬁ H]% / I E éﬁ =)
C 4 ( Learning | YY) N N .
\ | — ealiing = * /715 24 O L\ 4 A0 g
Action Manual " Tool C Schema (e.g., Automated Lab Experiment) | | Retrieved t H%’;;jsr‘ril?;g;’ig‘ed Automated / ;z& L j::': ° —‘I- /{ o\ R D-I— / ‘ﬁ ﬁ]‘—’ If{' ( BayeS lan
Structured Policy & | | Preconditions: Reagents Available, Calbrated | | Strategies: et In silico [ ; N .
étrategy Repositgry) ‘ - Slr:::rf?lel::zn;hy:::?alegsmglzlcaonzur:;:znmegétaaglen?ranon Tﬁ‘fjoccg?g;"g::;’;s’ Heliristic Lrantom Experimental O pt mi Zat 1onN ) N gﬁ /Hf‘ -+ 2 ( Re I nfo rceme th
rounde p , Duration, Reagent ' to0! chdice Platforms . . . . N NS
Tool Sch Vol Parameter O %k Qt
&OOSergaﬁ;?cass OpleleE?nal Constraints: Safety protocols, Instrument e Lea rn l n g ) :JZ he U rl St l C Se I eCt l O n ) = ,ft ,fg = UE E Et
availability

iL (heuristic) /BEAL (random) 1&3%,
Reliability & Reproducibility Effect b %EF i—l___]- L/{ /}_JZ / |\ ﬁ I E }Eﬁ _‘Z E= \J__I }Eﬁ % | IitL E/] j(%)ﬂ

Execution Outcome & Logging et cadilos) mistise

Ottt & Data Artfacts - Lowerfaiurerates LW/ ABIEEM (non-reproducibility), HiES

Execution Traces (Logs) « Improved reproducibility

» Higher execution efficiency I E__\LEI JEH ;(;5[ % &m— % ,|$
~ o

Feedback to Reflection & Action Manual Update

AiCon InfoQ 1= &
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"z Executor BJELHkE: Tool Grounding # API i

Tool Grounding Beyond API Calls: Failure-aware Execution in the Executor

Naive Tool Invocation
(Failure-prone)

pok | ] (oo

| Parameters syntactically valid but
semantically incorrect
(e.g., incorrect units, illogical ranges)
[ Apparent success with non- i
A reproducible results (e.g., hidden \
stochasticity, unlogged state changes) |
' Output;s violatin;iomain kr;ovv;ledge ‘
A or scientific constraints (e.g., impossible
1 values, inconsistent biological data) ‘

FAILURES MAY BE SILENT OR MISLEADING

AiCon

ERATEEFRSNAASE

Tool Grounding & Validation Layer

Robust Executor with

1 —

EFFECTIVE EXECUTION REQUIRES SEMANTIC GROUNDING,

VALIDATION, AND FAILURE-AWARE CONTROL — NOT JUST API CALLS.

i Strategy Guidance
Result Consistency \
Tool | Checks Grounded Tool Action Manual
Preconditions RO o Representations Strategies
(State, Resources) Cr%i;;g:g?;’g‘::“h (from Center Layer)| | (Decision Logic)
ﬂ Alternative Tools | l +—I
————— v S
Parameter b e " B Son pa— Executor
Semantics " |Pass s = |Pass|yalidated Decitos: Reliable,
(Units, Ranges, |—>| execution Execution || xecution — g 10 % -When to call = | Grounded
Types) » Checks (7 | Validation L ) Pt Exectition
Fail - When to stop/retry
e Automatic | .
c Domain ‘ Failure Labeling
(%'(‘:ls;r’l?:f’:(‘:s H —>{_Semanticerror  [4— ( Reduced tool misuse )
Rules, Logic) - Non-reproducibility
e A - Domain violation [ Controlled invocation frequency J

[ Improved reliability and reproducibilityj

1) =M ITAXWHS
- SHEEEIEXEIR GREDN
I, BiEX ESESBEIRAE

- TERIMEZLERAFEN: —IRAIS
+ IRRBR

- TEHRINMEFEEMEEIR

2) Executor BN 3T 5RE

o THERFHEKME: HTRINIESE
ZEER W

o ER NI 2R NIOIFEH
5FEiRE—

o KMEEBRBEMiNT: TNEXWEEZE
AR IE S EEA MR

3) Action Manual #0{al;&/> T Bk

- ESEERIR. WEER, Hbh
IEI EEA
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= Reflector {&£if — #I

“Knowledge Distillation and Generalization in the Reflector Module”

5. Strategy Storage & Reuse (Structured Actlon Manual)

* Reusable across tasks
« Transferable to new environments

4, Knowledge Representation Layer
* Interpretability (High)

 a) Symbolic representation |

Human-readable rules
» Generalization (Limited to rule coverage) | (Logical predicates, decision

b) Vector / Embedding representati

rd

ction Manual) ] { 6. Generalization to New Tasks
Structured repository ' ‘ e & e -~ e ——
% « Versionied strategies (3) ‘ = = 1 Novel Task 1 Novel Task 2 Novel Task 3
| 1 * Versioned 4 strategy J (Different Domain) | | (Unseen Scenario) | |(Complex Variation)
A 2 “Generalization across tasks and domains
= | __(Transfer of learned principles, not just actions)”

* Interpretability (Low)
* Generalization (High, continuous space)

* Retrieval Efficiency (Structured) trees) ‘ * Retrieval Efficiency (Optimized for similarity)
i |
3. Stratpgic Rule Induction (— - - {ﬁ —— ; - Y
High-level strategic rules Causal Failure patterns |l Conditional decision principles | Causal
(e.g., “If context A, pnormze tool B”) | explanations | (€.9., “Tool C fails when parameter X > Y”) | (When / Why / How) “explanation

“High-level strategic knowledge (Explanatory structure)”

S

]

2. Reflector — Knowledge Distillation

D | Analysns Engine )
(LM Analysns Modules)

“Logs — Insights (Abstraction & Pattern Recognition)”

.L],;A

1. Low-level Execution Logs (Input)

Execution traces

| (Sequence of operations)

|

Tool calls ' t Environment feedback

(API parameters & returns)

(Sensor data, errors)

[ Intermediate and final results
{ (State snapshots)

AiCon

ERATEEFRSNAASE

RS2

MH uilj,ﬂ%i (logs — insights): Reflector Y&
MHITHS (low-level logs / trace + tool calls +
environment feedback + results) 3 AZIKER /5
FER, BEMRASH RN (high-level
strategic rules),

MIRF RS FME: RIS XL RN ARG S
(symbolic) @&t (embedding / vector) F2x1F

fig, AFEA @B (interpretability) . 21t BE
(generalization) 5% & /HI1TREK (retrieval /

runtime efficiency).

XAEA] PALEER BEAR AN “Ie(E” ARTOE (A4,
FR” XA (why / when / how),
B T2t (generalize) (£,

R 38
FEMIES /

InfoQ HREER



= Reflector FIE— M alfl: RB—HFIBE“AOI{EM”

1) FEVIEA (Over-attribution)

« IR Reflector @ TE—RKBARAE—1"F
MEE NE—REER, L LRWEFERE SEEMD

Failure Modes of Reflective Reasoning in Autonomous Agents

A. Failure Mode 1: Over-attribution B. Failure Mode 2: Hallucinated Rationalization A (5 s
& (RES x BE x TR x iv/F)
Incorrectly Attributed Fluent Reflective Explanation (Linguistically Coherent) ST | 4ok o W& s o\, e 1
gl Sanse The failure occurred because the data preprocessing ° -ﬂﬂ EA.L?E #:U 1‘% Et : 'IT_I‘ B;@ 7|; J-L D?,%)I' é T/E % % ) 'IT_]'éEI % *E
O step (Action 1) incorrectly handled outlier values, leading NVRSNTIN = RTITRS \
S N e © . to a skewed input for the subsequent modeling stage 9€'|.¢.19E€#|J jg %%%
Tgk Actizn : A::tTojn 5 @ F"a“; :? —0 /(\é’ g?r%;l%‘i:':g (Action 2), which ultimately caused the prediction error.
Sta (Outcome Ty P « AREFER: BIRESHIL (single trajectory) #HFAE
Strategy Flaw Sl il Action Manual — S N — m
(blue ighigh)  Coference y Grounding (ncorrect Srategy Wy RZBBIESNIR, AR TR R
Data Bias O —:’: v:;l yYe—>—0O Added)
i Actual Cause ailure Hallucinated Cause N [1; ” N N ==
g?ﬁ:ﬁg:‘c el (e.g., Incorrect Outcome (e.g., Data E JX— Bﬂ\ Eﬁ ) /EL‘:EI\ E'T%%{EﬁlQE EJZ%% ) ﬁlﬁ Z: %Ej i E/‘]
(blue highlight) Model Parameter) Preprocessing) % %7: %py oo
Typical Misinterpretations: (Tag‘fglf;'ﬂ%m%cts 5 - ';mpt“ﬁc?ﬁg,"& AT
Treating random noise as causal signal; : ommon Sources: ystemic bias A G ” . . . .
Mistaking correlation for causation. Hidden Contributing Factors ~ Post-hoc rationalization by language models; 2) %E éIEJ?\ (Ha llucinated Rational |Zat|on)
Filling missing causal links under uncertainty.
( : M. B &) B = A smpEsENE . 0 E
Root Cause: Single-trajectory analysis with ' Risks: Incorrect strategies written into Action Manual; | * I)“% }i’ L"Eﬁ“ 'IZE' El‘:' = i = }E /B~ JQEHJE“ o 1— '5
insufficient counterfactual evidence. | Repeated reuse and amplification of systemic bias. BXENWERNN—EK
Reflection behaves as hypothesis generation, not causal inference. N . . . .
Trome : : P = e e « BIFIE: LLM B post-hoc rationalization 1i[a];
INguistiC plausipdility # causal correciness eriection quality = strategy reliapility E'T%_/%\Z:?Eﬁﬁj “;H\/E\%%ﬁ”

« B FEIREB—BS AN Action Manual, = KRE
WA R REERERK
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= L5 EEIgiT — W& =558k

Process-oriented Evaluation and Experimental Design for PE-PR Systems

f 1. Process-oriented Evaluation Paradigm ]
|

1 ’
@ <—{ Outcome-level metrics |

(e.g., Task success rate,
Final output quality)

Result

Evaluation Focus

[ Process- Ievel metrics }—> {é}—»

(Focus: How efficiently, reliably, and

adaptively tasks are performed) Execution Dynamlcs

Evaluation goes beyond final results to assess execution quality 4—'

([ 2

-

Process-oriented Metrics (Definitions & Significance) j

Invalid /

redundant operation rate

Tool-use efficiency

Re-planning rate
OT) Frequency of path
adjustments due to
deviations.
Indicates adaptability/instability.

Proportion of actions yielding —~.
no progress or repeated
errors.

Measures efficiency/waste.

&/O

Reflection effectiveness
Performance gain (e.g
success rate, speed)
post-reflection.
Captures learning impact.

Resource cost (compute
time, AP calls) per
successful task.

Assesses resource optimization.

(—{ 3. Controlled Comparison (A/B Test) Jﬁ

Baseline System (Static) PE-PR-enhanced System (Dynamic)
(] )
(>°p  NoPE-PR, m
f ’ == No Action Manual C )
Task Inputs Action Manual
(Standardized
Benchmark) A
L——)- PE-PR PE-PR ShOWS
superior superior
H process & process &
metrics outcome
metrics

Re-  Invalid Resource Success
planning  Ops Cost Rate

AiCon

ERATEEARSNAAS

Re- Invalid Resource Success
planning  Ops Cost Rate

‘{ 4. Long-term Evaluation & Generalization ]-—

&
- - ¢ A o :
_n (=) (@) y
Round 1 Round 5 Round 10+ Time
Rounds)
Efficiency / Generalization
Error / Inefficiency Rate
(Task Rounas)

5. Self-improvement & Generalization
——— Outcome: Evidence of sustained, cumulative improvement —
and cross-task transfer, not just episodic gains.

TEESET, (Evaluation Paradigm):
4R, g ES[o
¥r (metrics), B3&E:

o FIMEER

o TR/ TURBIER

« &BE (reflection) B M : BIREGEREEZ

BEENEFEESZERIN

- T EREER/ZREMBMER
IFEESEIG (A/B Test): WHEERES LETITX RS
(baseline) #15| X\ PE-PR + Action Manual B9%
7, MEMEELREM LENES,

KHEIZER (Long—term evaluation): BiY Z#(F

5. ZEES (REER /MR AR /EIEED),

%m%‘ﬁ*ﬁﬂi% SEIE“BEH (self-improve)” /
w1

MUK ERE

(process—oriented) AYE

InfoQ HREER



=» Before / After PE-PR (1w+ Test Cases)

System-level Comparison Between Baseline and PE-PR Architectures

Baseline: PE-PR System:
Static Context + RAG / Long—term Memory Dynamic Context + Action Manual + Adaptive Reflection
Successful path rate (%) T Higher is better > +223% improvement ﬁ

| 22% 71%

Failure rate (%) |, Lower is better

o [ V5%
Average step length ¢ Lower is better
T s V-2 on
0.42] _ 0.18 l—57% reduction

Human intervention count L Lower is better
8 J . 5 —75% reduction

T T LES r T T T

Tool invocation error rate ¢ Lower is better

Improvements reflect more efficient execution paths, reduced errors and redundancy, andy, and lower reliance
on human intervention, highlighting process-level gains beyond just final outcomes.

AiCon

ERATERALSHAAS

MEERAFENX

Baseline: 85 F ™Y + RAG / 1212
PE-PR &% 515 X + Action Manual + B

=t
RUINESIZ R
RIKR
FIPERRE
TRIFAERER
AL NIRE

BN BRI

KIS LEIETR

Baseline

22%
/8%
12
0.42
8

PE-PR System

/1%
29%
9
0.18
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"= SEIPAS BEXE

ARAEBERMFIFERE (plasticity), 1B
fa i — AT EE I (RIS XAERZET /A ZBIEIIENIBER
i (stability), SfEFE_—E BRI,

B (Reflection) &R + & iZ 8

| st T el (Pattern Exploration) = REIMTEF
H 26
TTEFFE vs MEE /IR (latency), BTRERZIMINRISEE /S
A,

ESRK /STHREETE WES), 5

. LHMUAERLS, MEGTEE. &

AN EIR1E 1T o) & KA TS (human—in—the—loop) £
ITRARIRAIEIEE,

7 EME 25 7T BE AR B 24 B 2 0

" =+ (omics, clinical, literature). T &

aE /LR (M. BIEE. TRFR), 0
fi— SHEHRHE.

AiCon
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- ZEEEARMEIFMNY (Multi-Agent Co—evolution):
Future Directions: Multi-agent Co-evolution and Governed Autonomous Discovery WEHZ Action Manual RJAI Scientist Z#(K, A

. @ agent EBEBEREAEFES (XEEM. SLINRIT.

_‘@'_ Zero-Shot Autonomous

@ Discovery Trajectory *&TE 7. SREEREBE), LM HILENR/ RS

Novel scientific hypotheses ; , jJD 1BR_CO | | ective | earnin g R

Experimental validation plans

Literature C\ gtfﬁtiszy - X Reduced human dependence . s
eflection o == _
bbb )v X Agent 4 S ——— BEEHFEABFE LI (Zero-Shot Autonomous
Multi-Agent Distributed Accelerated \_o® TV Discovery): ¥ Action Manual X% E 858 Z¥ 4 H]

Co-evolution Layer

knov‘vljj’ge/v \ collective learning

. Shared Actlon |
St (@ () e
Agent
» Strategy shanng
Ve — O
_n
Human—AI *
co-creation
Balance between autonomy and overS|ght
@ & %k;&%o
o - A/ \ \
i s - T - ARG, SNMSRERER: IR EETF /8

Traceability Decision transparency Data privacy regulatory compliance
Crucial for medical and pharmaceutical dorrEm/s,/ fjl;% /Y\Dﬁ i_JZ == g % }f\ —_[ 1B an_\ |v__-t‘_ (traceabl | |ty) ﬁ H}% /
IRTRIBEBRME (transparency). #3FE /[RF. /feIEaE

# (compliance, privacy, ethics) .

e E, BreeXLME AT (EkD) A%
T /UFANREAT, BEERET. ENEN
Bk, HEsNSL /ARIIGNE,

- SEE AMNMMIE (Hybrid Human-Al Research
Teams): &It ALF /EENH . AFTEIRH
@, ERIEATEM. 8. Z2MHNRIR T A%

Hybrid Human-Al

Expert review
Research Teams

Strategic guidance

Interpretability,
Compliance, and
Ethics Foundation

AiCon InfoQ 1= &
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IRZ T 2026 FELILHKI

(R T & B B X i AN IR S 8l F B9 % 18

QIR R 1200 A Q #il 1000 A Qit= 1000 A

QC o n RN R g A 2 C -Agentic Al | B - K B4 81
.AgentOps l O n BREASEHEE A o n : s S
TF-RERENSEER Y iy l S Al FURE

= I M)

E

5< N mif |mk

SR i . RSB
SRBUEFRAR A REEBRIE ERALERARSEAAR a4 o7 mEwH ERATHETESRARE 5\ for Science
2 4516155 Sl 2iNEE: 8621-220 JRARRTE 2iEYE: 12818198 RECEES

- .
AI n ‘Al Infra ZRE L2 .A! Agent.
-Z Agent fMES T _V!be Coding

ErETTMM

O &6 0 o BRRERSE %
SRAIEEFESNAARE AER S B 5 TR 4G F E AKE kEEg

2 - BETESHEES S B
Al x 8185
QO IS A&R1000A QO I & 1200 A
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Explore the limits of Al applications '
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