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GUI自动化遇到的挑战

与AI带来的新机会



GUI自动化遇到的挑战：界面变动即导致脚本失效，

开发脚本效率低

控件依赖强&维护成本高

传统自动化依赖XPath或控件ID等

定位元素，界面微调即导致脚本失

效

泛化能力弱

脚本无法跨端复用，同一业务在不

同端需要重新开发脚本，资源浪费

严重

智能性弱

纯静态，难以应对弹窗、网络异常、

页面跳转等动态场景，缺乏环境感

知能力

每次界面变更需人工排查修复，平

均耗时超2小时，迭代效率低下



人类如何完成GUI操作：遵循‘感知-决策-执行-校验’闭环

看（Perceive）

识别界面上的文字、按钮、

输入框等

想（Reason）

结合任务目标判断当前

状态及下一步动作
通过点击、输入、滑动

等完成操作

做（Act） 检查（Check）

通过某种方式检验操作

是否正确



GUI Agent：融合了多模态大模型、OCR辅助、决策

自主规划与设备控制的端到端智能系统

核心能力

视觉感知

屏幕图像解析，从界面截图中提取可视元素布局

元素定位，基于像素特征识别按钮、输入框等控件

动态适应，应对界面尺寸、主题或风格的变化

语义理解

意图识别，理解用户指令中的操作目标和语义上下文

文本分析，解析界面上的文字内容以判断功能含义

上下文推理，结合历史操作理解当前语义意图

规划与执行

操作生成，规划点击、输入、滑动等设备交互行为

坐标映射，将逻辑操作转换为屏幕实际坐标位置

行为编排执行，按顺序执行多步任务实现复杂流程自动化

状态反馈

反馈校验，通过执行后界面验证操作是否成功

错误恢复，检测异常状态并尝试重新执行或调整策略

自优化机制，根据历史表现持续改进决策路径

跨端支持

统一接口，屏蔽iOS、Android、Web、Windows等各端差异

设备兼容，适配不同分辨率与版本的终端

强鲁棒性

容错处理，面对遮挡、弹窗干扰仍能保持稳定运行

变化检测，自动识别界面更新并调整规划



GUI Agent vs GUI自动化：不依赖脚本，通过

视觉+语义双重理解任务驱动GUI操作，具备强鲁棒性

摆脱控件依赖

基于屏幕视觉信息定位元素，无需控件ID

或XPath，界面变更不影响执行稳定性

自然语言任务

结合OCR与多模态大模型，同时理解界面内

容与用户自然语言意图，实现精准操作决策

强鲁棒性能力

适应不同终端与动态场景，对弹窗、加载

延迟等异常具备天然容错与恢复能力



GUI Agent技术架构



基于ReAct构建‘思考—行动—观察—迭代’的闭环流程



感知驱动决策

通过截图与OCR实时感知界面状态，

结合用户指令（上下文）和历史记忆

，由多模态大模型生成下一步动作意

图

动作精准执行

规划引擎输出结构化操作指令，经UI-

Tars模型定位坐标，通过ADB、

WebDriver、WindowsDriver等在设

备端完成点击、输入等操作

反馈闭环迭代

执行后自动截屏并验证结果，将新状

态回传规划引擎，实现动态调整与试

错式推进，直至任务完成

基于ReAct构建‘思考—行动—观察—迭代’的闭环流程



五大核心模块协同工作：任务规划、视觉定位、

OCR辅助、记忆系统、客户端集成

智能自动化

任务规划

基于Qwen2.5-

VL-72B大模型进

行多轮推理，实

现复杂任务分解

通过精细化

Prompt及上下文

，提升任务准确

性

视觉定位

采用UI-Tars模型

，结合外观+功

能双维度识别界

面元素

通用GUI控件准

确率超99%，适

应动态界面

文本识别

集成Paddle 

OCR技术，高效

提取页面中的可

见文本内容

再训练增强模型

，提升模糊、小

字等复杂场景识

别率

状态感知

准确识别页面当

前状态，如成功

或不如期望

实时捕捉错误提

示信息，用于流

程中断与异常处

理决策

执行验证

通过识别结果判

断操作是否生效

，确保流程正确

推进

支持结果回传与

断言校验，提升

全流程可靠性

鲁棒控制

融合多模型输出

，降低单一模块

失效对整体流程

的影响

自动恢复机制结

合上下文理解，

应对界面变化与

网络延迟



五大核心模块协同工作：任务规划、视觉定位、

OCR辅助、记忆系统、客户端集成



GUI Agent关键技术



精细化Prompt设计、上下文增强与结构化动作空间，

提升大模型理解准确性

角色明确化

在Prompt中明确定义

Agent为‘GUI操作专

家’，限定其行为边界

与任务目标领域

上下文注入

1、融合历史动作与反馈结果

2、强调‘基于当前截图决策’

避免过度预测未来状态

3、设备元信息（如platform: 

mobile）

4、终端可用动作集

少样本引导

嵌入典型任务的Few-

shot示例，规范输出格

式，引导模型生成符合

执行要求的动作序列

动作结构化

定义标准化动作空间

（name、description、

parameters），要求

元素描述包含功能、文

案、位置三要素



动态坐标预测的成功率优化（grounding无法正确识别控件坐标

）

相邻重复tought机制

对相邻重复thought更换

模型或增加标记prompt

上下文注入追加超级

指令prompt

通过超级指令强化此场景

能力

动态坐标预测的成功率优化（grounding无法识别部分
控件坐标）



四层容错与自愈机制有效处理弹窗、网络异常等动态干扰

L1：接口级重试

触发条件：HTTP 超时、

限流等

机制：大模型调用失败自

动重试 5 次

L2：流程级恢复 L3：语义级终止 L4：可疑瘫痪级重启

触发条件：关键词匹配

机制：OCR 检测到“系统

繁忙”等后自动刷新重试

触发条件：预设终止词

机制：出现 stopTexts

（如“订单不存在”）则

提前结束

触发条件：连续动作后但

界面未变或变化巨大（可

能跳转了页面）

机制：终止，重新启动规

划



落地案例：航班值机流

程自动化



Step 1

打开手机浏览器

Step 2
Step 3 Step 4

Step 7 Step 6
Step 5

输入航司值机url 填写票信息和乘机人姓名 点击“值机”

确认值机
选择座位 同意相关协议

传统GUI自动化：乘客‘张三’，票号‘FL123456’值机
7 Steps，Step by Step



任务启动

用户输入自然语言指令，Agent自

动解析意图并规划初始动作路径

流程执行

Agent依次完成进入订单页、搜索

票号、找到航班、输入乘机人信息

填写与座位选择等操作

结果验证

通过OCR检测‘值机成功’字样，

确认任务完成并返回结构化结果

GUI Agent：我是张三，票号是 FL123456，帮我完成值机
Agent自主完成‘进入订单页-搜索票号-填写信息-选座提交’
全流程



端到端成功率95%以上，端到端性能2分钟内，

开发周期从3天缩短至0.5天

极简启动

仅需输入自然语言指令，无

需编写代码，任务即可自动

执行

全链路自治

Agent自主完成搜索、填写

、选座到提交的完整操作流

程

结果可验证

通过OCR识别‘值机成功’

字样（包含上下文），确保

操作结果真实可信

效率跃升

开发周期从3天降至0.5天，

端到端成功率突破95%，

端到端性能2分钟内



跨H5/小程序/App终端统一运行，真正实现一次定义、

处处执行

统一技术栈

GUI Agent基于视觉与语义

理解，屏蔽各终端差异，实

现H5、小程序、App的自动

化统一

一次定义

只需输入自然语言任务描述

，无需针对不同平台编写多

套脚本，大幅提升开发效率

处处执行

同一任务可在移动端、PC端

、不同操作系统间无缝迁移

，真正实现跨终端通用执行

语义抗变化&降低维护成本

界面变更不影响语义理解，

适配时间从2小时缩短至10分

钟内，显著降低维护成本



当前不足与未来演进方向



面临延迟较高、小字体识别不准、上下文遗忘等技术瓶颈

推理延迟高

多模态模型平均响应3~5秒，影响高频交

互体验，制约实时性要求高的场景落地

小字识别难

OCR对模糊、小字号或变形字体存在漏

检，导致关键信息缺失，影响任务准确性

记忆窗口限

上下文长度受限（约32k tokens），超

长流程可能出现历史动作遗忘，影响连贯

决策



延迟瓶颈

当前云端多模态模型推

理耗时3~5秒，影响高

频交互体验

端侧部署

探索蒸馏版UI-Tars与

TinyLLM本地化运行，

减少网络依赖

算力优化

结合设备硬件加速（如

无影），提升端侧推理

效率与响应速度

目标延迟

实现端到端决策延迟低

于1秒，满足实时操作

需求

推进端侧轻量化部署，目标将推理延迟降至
1秒以内



模型持续进化

反馈驱动迭代
收集成功轨迹，积累有效任务执行案例用于训练

记录失败轨迹，识别错误模式以优化模型决策

训练样本构建
筛选高质量轨迹，确保样本准确性和代表性

标注动作有效性，为强化学习提供监督信号

模型在线进化
结合离线微调，利用历史数据提升基础性能

引入增量学习，实时吸收新经验避免遗忘

精度持续提升
优化UI-Tars或者其它模型，提高界面元素理解准确率

改进规划模型，增强复杂任务的路径合理性

奖励机制设计
定义动作评分标准，量化操作的有效性

构建奖励函数，引导模型选择高回报策略

决策路径优化
基于反馈调整策略，减少无效或冗余操作

动态规划最优路径，提升任务完成效率

构建强化学习闭环，利用反馈数据持续优化
模型推理决策质量
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