
从多智能体到AgenticModel

小布智能助手的个性化深度研究实践

演讲人：杨俊
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01深度研究简介



小布深度研究是什么

• 自主完成任务拆解，信息搜集和分析整理，输出报告
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小布深度研究运行过程
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拆解大纲 反思修正

刷新大纲

生成报告

搜集信息

Step 1

Step 2

Step 3

Step 4



深度研究技术上关注的重点
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自适应任务规划：根

据任务难度拆解对应

的子任务数量

个性化能力：学习记忆、偏好，让执行过程和报告更有针对性

工具扩展：执行过程中，工具数从十到千，效果如何保证



02深度研究方案选型思路



从Agent 的能力组成看问题

Agentic Model

web_search()

web_fetch()

get_weather()

map_search()

code_interpreter()

mobile_use()

…

short-term memory long-term memory

task decompositon

ReAct

reflection

Memory

Tools Planning

个性化如何引入？

自适应快慢思考？工具扩展能力？



从多智能体到AgenticModel 的演进思考

• 多智能体方案：分治，MCP聚合为Agent建设，每个智能体擅长少数能力，提升开发效率

• 我们认为的AgenticModel：在大规模工具环境训练，更强的工具感知和调度



03深度研究实践



03深度研究实践
自适应任务规划



任务规划趋势：自适应、自主快慢思考
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参数维度自适应：美团LongCat，Context-aware MoE

Router-based自适应：GPT5，基于多特征路由决策

工具调用次数自适应：Manus，自主决策是否完成任务

• 自适应：给定Context，最低成本得到答案
• Token维度：简单问题，更短推理过程
• 参数维度：简单问题，激活参数少

• ReAct：“思考-行动”循环自带自适应



自适应任务规划的目标：帕累托最优

突破帕累托最优

分流场景 深度研究场景



任务规划理想的结构？
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TaskPlanner/AgenticModel

Context = GuidingCtx + InformationalCtx + ActionableCtx

Activated params

Total params

Reason Action Obs …

Action

Action Obs

easy case

Reason

medium case

hard case

1. 完备的上下文
2. 模型对上下文内容的遵循能力(泛化性、场景适配能力)

3. 参数自适应：简单&确定性问题，少参量且快速出结果

4. Token自适应：中等难度问题，无需思考且步骤少

复杂、多步、长程任务



实现自适应：效果提升，耗时下降明显

• 提示词设计，注入“难易”边界(效果升4%，耗时降78%)

-难易样本挖掘

-自适应拆解范式挖掘

- ….

• AgenticModel尝试(效果升23%)

-过程监督(MCTS-based)

-结果监督

自适应能力，训练链路 自适应能力，上下文设计



例子：“难易”样本挖掘

• “难易”是相对模型能力，工具库范围而言的，不是人工定义

• 推理轨迹复杂度，结果多样性，衡量“难易”

-单模型，rollout多个轨迹

-多模型，对比

1+1等于几→ 结果封闭

深圳一日游攻略→ 需要调用多个工具，结果开放



03深度研究实践
个性化



头部产品均引入个性化
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Genspark

ChatGPT

Gemini

• 个性化成为基本能力，但缺乏可信可用的“个性化收益”衡量方式



个性化信息注入方式

• 多粒度注入

-用户上传的附件/本地文件

-用户知识库

- ….

• 全局使用

-任务拆解模块

-垂域智能体按需使用 任务规划模块注入，提升
子任务针对性

垂域智能体按需检索，全局
个性化



构建个性化评测能力

• 模型输出稳定性
多次采样生成结果，自动化评测方差0.0026.

• 评估模型(JudgeLLM)稳定性
仅更换JudgeLLM，方差为0.00027.

• 报告丰富度 vs FACT事实性指标
仅更换基座模型，发现报告丰富度与 事实
性 呈现负相关.见右图

评估模型 Task/query 基座模型 模型生成的评估维度+测试人员维度

以深度研究多步搜索智能体为例，基于行业deep-research-bench评测方式改进，多组实验的实践结论：

• 一个现象：AgenticModel适合做报告(深度广度要求)，自然语言思考形式的推理模型适合在事实片段引用效果更好。

• 评测现状：人工成本高。Agentic Data首次标注通过率低，标注耗时 10min级别
• 改进方式：鲁棒性的评测框架，模型输出稳定性，评测维度稳定性，评估模型稳定性

• 引入个性化，RACE分0.56.



03深度研究实践
工具扩展



工具扩展要解决什么问题

上下文窗口不足 接入新工具的泛化性



工具上下文管理 –渐进式加载工具定义
• MCP聚合为工具包
• 加载工具包名称和描述
• 执行过程，按需加载必要工具的完整定义

MCP & Agent as Tool



工具上下文管理 –引入工具检索访问更多外部工具



工具冷启动能力 – AgenticData 合成

千级别



工具冷启动能力 –大规模DataMix 提升模型效果
• 策略：构建DataMix scaling law
• 效果
-行业榜单同规模最佳(2025.08)

-业务应用，提升显著
• 下一步：更大规模工具环境+RL

AgenticModel(4B params) trained by predicted optimal data mixture
Paper: https://arxiv.org/pdf/2510.19336

Illustration of our pipeline for obtaining the optimal data mixture





THANKS
探索 AI 应用边界
Explore the limitsof AI applications
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