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E—

Control path

B —

Data path
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Train/Inference Workflow

|_ _____________________________________ 1
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I C/C++APIs Python APIs Go APIs Rust APIs |
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|

I RDMA Transport TCP CXL/SHM/ MultiNode Ascend |
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Middleware
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LMDeploy
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RTP (Alibaba)

TBase (Ant)
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=%i
Type Transfer
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Inference v
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"> Mooncake ¥}FKi&

E FTransfer EnginefySGLang PD73 & E FStorefyvLLM PD B
KVSender Init Prefill Forward Init Client Prefill Forward
Prefill Prefill
. Set KVCache
KVManager Vg o
Handshake Notify KV Transfer
Get KVCache
Decode Decode '
KVReceiver Init Pre-allocation Decode Forward Init Client Invoke Fetch Decode Forward
Proxy
D aPs=16 O QPS=32 @ QPS=64 |0 vLLM-Redis O VLLM-MC (TCP) @ vLLM-MC (RDMA)
] 400 — — o =
g 2000- g :
E | 200
E 1,000~ 1 =
0 I l I l 0 ! | ! l
4P12D 8P8D 12P4D 2P2D 3P3D 4P2D 2P4D
P/D Ratio P/D Ratio
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"= Mooncake Store + HiCache (KVCache Offloading)

Request Queue

L1 1 B
oo ] st O RkeE: % GPUITES KV BIBfEH (H2D/D2H) EEHM
GPU Executor | Scheduler |—— 7, EEETMENBRE 1/0 FEIR
Result Response O D : F]FH Mooncake B RDMA #1#]5 GPU Direct 3 A, 48
Read | Write Update | Query & CPU #8I1, [EXBIETT5H
gz:r:,uer‘ Store, Load HiRadixTree SGLang HiCache with Mooncake Backend on Multi-turn Conversation Benchmark
[ GPU HBM ] m“ / l \ Prefill Performance 5 Cache Hit Rate Change —
ACK =®- GPUonly Ky 80/ ___.--"l--..-
! [Token_ids]: { 4 +1L2 N "
r GPU_indices, == + |3 Mooncake ".‘ ‘ _ /
CPU_indices, 23 o £60
[ ] hit_count, E I E - Q- GPthonly
L - +
- E,z N ¢ E4O =M= + L3 Mooncake
< P <
o o
5| AMooncakefEfL3, SLIREEHL KV =54 R i ?
N oo PR A ———— L e , .0,
Ak, ZFEELEBRKETX (Infinite Context) | gt ool *e" 00 g0
R ZLHIEMERITHE )R S . L ks

HiCache& T4 8EIO Kernel
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"= Mooncake Store + LMCache/vLLM (Orchestration)

»0~

$Or Mooncake

LM Cache

Two methods
Support vLLM v1

LMCache Storage Backend
KVCache Reuse

NIXL Plugin for P/D

NS

-

By Mooncake and LMCache Team
Qosred on May 8, 2025

Cachg

LMCache x Mooncake: Unite
to Pioneer KVCache-Centric
LLM Serving System

~

J

VLLM Connector

R

|

P

Cache Hit \

LMCache Connector

NIXL Connector

Mooncake Connector

l

'

Mooncake Store Backend

AiCon

ERATERALSHAAS

Mooncake Transfer Engine

Backend

Metric Cold Start (First Improvement
Round) (Second Round) P

Average TTFT 21,707.62ms 6,708.39 ms 1 69.1%

P50 TTFT 22,102.51 ms 7,253.38 ms 1 67.2%

P90 TTFT 38,170.54 ms 11,128.26 ms 1 70.9%

Average TPOT 368.12 ms 140.17 ms 161.9%

P50 TPOT 362.08 ms 132.98 ms 1 63.3%

P90 TPOT 632.90 ms 221.93 ms 1 64.9%

Request Throughput

d NP 1.1 3.23 1191.0%

(reg/s)

CUFNEKEER 71.24 202.91 184.8%

Throughput (tok/s) i ’ ! ’

Total Token 10,899.84 31,665.01 190.5%
\Throughput (tok/s) T ’ . ! : )
(Add Mooncake backend in NIXL #16

Q) Conversation 26 o 5) ®
J‘ Jogf o) -
Mooncake transfer en: ‘e, zero-copy data transfer library. To achieve better performance in NIXL, we have

designed ai
Usage
1. Build the install Mooncake manually:

e https://github. con/kveache-ai/Mooncake. git @
ake

sudo make install # compulsory

2. Build NIXL with option ensble_nooncake_backend set as true
3. You can use Mooncake Backend if you create backend by agent.createBackend("Mooncake”, init_param, backend) . See

examples/cpp/nixl_benchnark.cpp as an example

Ay
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" HEPkE: EFEERSEMREE

Lk : EFRES MR

OBFEN: EEKLETXHEHAHET, KVCache EESHAFEH 70%, 4] GPU HBM #1 CPU
DRAM E XA A4

O ZR4a5E#E: HEEMIEMNEAERE D HIESH (Prefill-Decode 935 . KVCache 94ME) , [AKLIK
BigKEGFHZ S M HRE

Oz4FEa: 50 K8s Workload ¥ IUAMIEHIE A B ARSI SHFNRA, BRIMARES
BEFERSMRRESE

ZIORARFAE: RBG + Mooncake

O Mooncake (7f51%): % T KVCache 7, IEMHEEM. {REIRM L3 EZEFRSE .

O RBG (45HES|%): RoleBasedGroup /2 a Al #I2H) K8s [R4 APl, ZZ—EEBZAGIE.
=25HEM

O fH{EE5K: B Mooncake {E4H RBG RHE TN AR, SLINMREHER AN (L3 EF) 5474
BREM (BMITERAR) .
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"n %IOFEARING|ZE: Mooncake 5 RBG
FARREBIT—FENES S e gHE
A Mooncake (53753, KVCache 1Ffif) RoleBasedGroup (81t & 4wHE)
TEfL SGlang BIEtEERD T\ L3 FitfGin HEIRIRSS 9 A BN TIENIZ Pod BYYmHES |22

SCOPE GEHEZR:
- Stable: }AFMNEANRYFRE T
- Coordination: EEfAENE (WEPB. FHHK)

RDMA i + BHEM : LS. (REERE
ZOFE  SEEmEN: 35 GPU BfE, &KX 1710 3R

PD 3&324F: BFAMIEEE Token HILE
« Performance: #3MNEEIVEE (NVLink/PCle {ft5%)

RBG FUIRITHEZ: "B (Role) "Bl —FAK, MARXEREHEIEMEN"TIRE. BBEFVEANTE
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“m ZBEBZEH: Router + RBG + SGLang + Mooncake Store

Role: Router Role Based

Aggregated Architecture P/ D Disaggregated Architecture Management
Role: Inference Worker Role: Prefill Worker

Inplace Update
Englne Runtime ‘ ‘ Engine Runtime \ ' '

Instance Discovery | Dynamic LoRA Loading ‘ } Inference Engine ‘ Coordination

\

1, , 1 [Prefill-Only]
\ Request Control Checkpomt Loadlng :

| |

= 3 j Gang Schedule
Role: Decode Worker §

Engine Runtime i Topology

: - Aware Schedule

Inference Engine

SGLang Engine

Inference Engine

[Decode-Only]

\
(
Mooncake Client }

Warmup

Role: Mooncake Master Scaling

Role: Mooncake Store |

Pod Pod ROCIN Fault Detection
CPU RAM CPU RAM CPU RAM & Recovery
RoleBasedGroup

AiCon
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R MBI

O SGLang Router: Z— ANASAZRERE, &
BB & & Prefill 2 Decode J5if

O Prefill Worker: 1T&E2#E&ER, T3 Prompt
B @ TT & 3 £ B #1345 KVCache

O Decode Worker: FEIREUEEY  {ikK#h
KVCache 1# 17 Token X fE4L

O Mooncake Store/Master: Ji~7 9N B 170 FH
B, FAMLFE KVCache

 BREIIER

O FrE AEEId RBG #HITEHERSIHE

O %] RDMA ML ETTE T 55 Mooncake 17
fii 10 = [B] &R &% KVCache

O Router IRIFAEFNSAE, SLIMANSHEAL
I8 5 g 4b 18
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"n BRRIT M —Rith LA LR (In-place Update)

Ba: ERNENHEXE
O Mooncake fE AT IRSIRS, %% Pod EESSEAFT KVCache E£5%
OFR: FRSIETRT, BEOEEH Prefill, SZ P99 IEREFMFA, FHEMER T

RS RBG HibFARK + IFAL
O Mooncake AiFF A4k : H3FKVCache RIBEHXZTRNEF/ AL, HEZEFREFREEIE
O RBG FH AZRREE: K8s R4 API LI R B B35, EATRRIE, B% Pod EE

OARER, RFFH: UREREZFTRUASENETE, RERwREN
OE®%EE: BEXANDHRDRFTRE N AIRELRIEZSERE
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Input Token Throughput
18000

16

Request Throughput

s GPU Only
== +12 DRAM
16000 mmm +L3 GPU

15022.80

14000 1

12000 1

10054.21
10000

6576.86

Input Token Throughput (token/s)

Input Token
Throughput

it

5|\ L3 Mooncake Z&75/5, 89 BEIRTEFH T
R REREIERIHEH AR RARL S, SO

RS ALARHY-F-

AiCon

ERATEHARSHBAS

Request Throughput (req/s)

Request
Throughput

1.39

704

Cache Hit Rate (%)
&

701

Cache Hit Rate (%)

TREFEE T Cachefn FEELIER

| —e— L1GPUONly —— .
~F- +L2 DRAM HiCache /.,/" ~ A
—&— + L3 Mooncake // ‘\\ \.\.
el R e
\ .
# . A
/ \ -
/s AN
[ S N
/ e
/ AN
/ .
// -
/ \‘\. ““““ B
/
/
/
/
1 2 3 4 5 6 7 8 9 10
# Rounds

TEEFERE T Cachefn FEE(LER

| —®— L1GPU Only - A
~®- + L2 DRAM HiCache /I’// ~ T
—#& - + L3 Mooncake // \‘\ \‘\
/’/ \‘\ A -
N .
/ N RS
/ \\ ~ -
7/ N
W AN
/ .
/
/ .
// L
/ s
/
/
/
1 2 3 4 5 6 7 8 9 10
# Rounds
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control plane
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Filter 1
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